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1
«Meaning potential» and semantic networks.

We shall define language as «meaning potentials: that is, as sets of
options, or alternatives, in meaning that are available to the speaker-
hearer.

At each of the levels that make up the linguistic coding system, we can
identify sets of options representing what the speaker 'can do' at that
level. When we refer to grammar, or to phonology, each of these can be
thought of as a range of strategies, with accompanying tactics of struc-
ture formation.

There are also sets of options at the two interfaces, the coding levels
which relate language to non-language. We use «semantics» to refer to
one of these interfaces, that which represents the coding of the "input’
to the linguistic system. The range of eptions al the semantic level is the
potentiality for encoding in language that which is not language (cf. Lamb,
19700,

The term s«meaning» has traditionally been restricted to the input end
ot the language system: the scontent planes, in Hjelmslev's terms, and
more specifically to the relations of the semantic interface, Hjelmslev's
s«content substances, We will therefore use «meaning potentials just to
refer to the semantic options (although we would regard it as an ade-
quate designation for language as a whole).

Semantics, then, is "what the speaker can mean'. It is the strategy that
is available for entering the language system. It is one form of, or rather
one form of the realization of, behaviour potential; 'can mean' is one
form of 'can do'. The behaviour potential may be realized not only by lan-
guage but also by other means. Behavioural strategies are outside lan-
guage but may be actualized through the medium of the language
system.

= A reprinl of this paper will appear in M. A K. Halliday, Explorations in the
Functions of Lamguage, London, Edward Arnold, 1973
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Let us take as an example the use of language by a mother for the
purpose of controlling the behaviour of a child. This example is inven-
ted, but it is based on actual investigations of social learning - inclu-
ding, among a number of different contexts, that of the regulation ol
children’s behaviour by the mother - carried out in London under
the direction of Professor Basil Bernstein. In particular I have drawn
on the work of Geoffrey Turner, who has undertaken much ol the
linguistic analysis of Professor Bernstein’s material and shown how the
networks of semantic options can serve as a bridge between the so-
ciological and the purely linguistic conceptual frameworks (Bernstein,
1971, 1972; Turner, 1972)

The small boy has been playing with the neighbourhood children on
a building site, and has come home grasping some object which he
has acquired in the process. His mother disapproves, and wishes both
to express her disapproval and to prevent him doing the same thing
again, She has a range of alternatives open to her, some ol which are
non-linguistic: she can smack him. Bul supposing she elects to adopt
linguistic measures, the sort of thing she might say would be:

(1) thats very naughty of you

{2) T°11 smack vou if you do that again
{3) T don't like vou to do that

{4y that thing docsn’t belong (o you
(5} Daddy would be very cross

These represent different means of control, which might be character-
ized as (1) categorization of behaviour in terms of disapproval or
approval on moral grounds; (2) threat of punishment linked to repeti-
tion of behaviour; (3) emotional appeal; (4) categorization of objects
in terms of social institution of ownership; (5) warning of disapproval
by other parent. And we could add others, e. g. (6) you're making Mum-
my very wihappy by disobeving (control through emotional blac kmail ),
(7) that’s ot allowed (control through categorization of behaviour in
terms of the operation of a rule), ete.

The mother’'s behaviour could also be described linguistically, in terms
of grammatical sysiems of mood, transitivity and so on. For example,
(1) is a relational of the attributive (ascription) type where the child'’s
act is referred to situationally as that and has ascribed to it, in simple
past tense, an atiribute expressed by an attitudinal adjective naughty,
the attribution being explicitly tied to the child himself by the pre-
sence of the qualifier of yow. In (2) we have a hypotactic clause com-
plex in which the main clause is a transitive clause of action in simple
future tense with smack as process, I as actor and you as goal, the
dependent clause being a conditional, likewise of the action type, with
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situationally-referring process do that and actor you.

But these two accounts of the mother's behaviour, the sociological and
the linguistic, are unrelated, except in that they are descriptions of
the same phenomenon, In order to try and relate them, let us deseribe
the mather's verbal behaviour in the form of a system of semantic
options, options which we can then relate to the social situation on the
one hand and to the grammatical systems of the language on the other,
Figure 1 is a first attemp! at a semantic network for this context. It uses
a simultaneous characterization of the options in terms of two varia-
bles: (i) the type of control adopted and (ii) the orientation of the
control. System (ii} is redundant for the purpose of discriminating
among the present examples, since all are uniquely specified in sys-
tem (i); but il adds a generalization, suggesting other combinations of
options to be investigated, and it specifies other features which we
might be able to link up with particular features in the grammar.

2
Provisional version of a semantic network.
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Figure 1

This is the simplest form of such a network, specifying merely options
and sub-options. Il reads: «sclect threat or disapprobation or appeal
or rule; and either objectoriented or person-oriented. 7f threat, then
either conditional or unconditional», and so on. Numbers in paren-
theses indicate how these options relate to the examples that were gi-
ven above.

Now there is probably no category of «threats or «blackmails» or
«object-oriented» to be found in the grammar of English. These are
scmantic not grammatical categories. But it may be possible to speci-
fy what are the grammalical realizations of semantic categories of
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this kind. For instance, «threats is likely to be realized as a transi-
tive clause of action with You as Goal, and with a verb of a particular
sub-class as Process, in simple future tense. The combination of «dis-
approbation» and «person-oriented: actions leads us to predict an
attributive clause type, in which the action that is being censured is
expressed as the «attribuends (the Goal of the attribution) and the At
tribute is some adjective of the attitudinal class. Thus the semantic
options are relatable to recognizable features in the grammar, even
though the relationship will often be a rather complex one.

A semantic option may, in addition, have more than one possible rea-
lization in the grammar. For instance, ‘threat' might be realized as a
modalized action clause with you as Actor, e.g. you'll have to stay
indoors if you do that. Where there are such alternatives, these are
likely in the end to turn out to represent more delicate semantic
options, systematic subcategories rather than free variants (see Section
6 below). But until such time as a distinction in meaning (i.e. in
their function in realizing higher-level options) is found, they can be
treated as instances of diversification. This is the same phenomenon
of diversification as is found in the relations between other pairs of
strata.

We have not expressed, in the network, everything that was inclhuded
in the description of the forms of control; there is no reference vel
to the category of ‘ownership’, or to the fact that the disapproval is
‘moral’ disapproval. It is not yet clear what these contrast with: they
might be fully determined by some existing option. But they are ex
pressed in the same way, by realization in linguistic forms, and there
is no difficulty in adding them as semantic options once their valuye
in the meaning potential can be established.

3

The semantic network as a statement of potential

at the semantic level.

A metwork such as that in the previous section is a specification of
meaning potential. It shows, in this instance, what the mother is doing
when she regulates the behaviour of the child. Or rather, it shows
what she can do: it states the possibilities that are open to her, in
the specific context of a control situation. It also expresses the fact
that these are linguistic possibilities; they are options in meaning,
realized in the form of grammatical, including lexical, selections.

These networks represent paradigmatic relations on the semantic stra-
tum; so we shall refer (o them as "semantic networks’. A semantic network
15 a hypothesis aboul patterns of meaning, and in order to be valid it
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must salisty three requirements. It has to account lor the range of
alternatives at the semantic stratum itself; and it has to relate these
both 'upwards’, in this instance o calegories of some general social
theory or theory of behaviour, and 'downwards’, to the categories of
linguistic form al the stratum of grammar.

In the first place, therefore, we are making a hypothesis about what
he speaker can do, linguistically, in a given context: about what mean-
ings are accessible to him. In order to do this we need not only to
state the options that are available but, equally, to show how they
are systematically related to one another. This is the purpose of the
system network, which is a general statement of the paradigmatic rela-
tions at the stratum in question, and therefore constitutes, at one and
the same time, a description of each meaning selection and an account
af ils relationship to all the others - to all its ‘agnates’, in Gleason’s
Formulation,

From the network we can derive a paradigm of all the meaning selec-
tions. This is the set of ‘wellformed selection expressions’ from the
network in question, and the network asserts that these and no others
are possible,

The network is however open-ended in delicacy. We take as the start-
ing poinl the total set of possible meaning selections, and procecd by
progressive differentiation on the basis of systematic contrasts in mean-
ing. Tt is always possible to add further specification, but it is never
necessary to do so, so we can stop at the point where any further mo-
ve in delicacy is of no interest. For instance, if for the purposes of a
particular investigation the social theory places no value on the dis-
tinction between different types of ‘appeal’ in a control situation,
there is no need to incorporate any sub-systems of ‘appeal’ into the se-
mantic network.

We use the paradigm to test predictions about meaning selections that
might be expected to occur, This can be illustrated from the same ge-
neral context, that of parental regulation of child behaviour; but we will
use a modilied form of the network so that the illustration is kept down
to a manageable size. Let us postulate the following network of options:

[ [ explanatioe fu}
rule 4l

r peneral (]

(3
< = spilic (b

té whisctarienced Le,) ey [0S Individial {4)

tel child ——
personorien led ——‘——I LR TTEN
parent [d:)

Figure 2
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This specifies that the following meaning selections occur:

(e by gl {a; by o) {a by o) (2 bz o)
(a, by d) (#: by d:) {au by di) (@ b d;)
(an by e {a, by e {4 by e (a: by &)
(o by e) Can by e (a: Iy &) (o by e

We can construct a set of possible exponents, one for cach:

{ay b o) plaving in that sort of place Tuins your clothes

{ay by d;) grown-ups like Lo be tidy

(a by g it's mot good for vou to get too excited

by e bovs who are well brought up play nice games in the park
{a; b: e} all that glass might gel broken

(m by di) Daddy doesn't like you to play rough games

fay v &) vou might hurt yourself

() T oe) you ought to show Johnny how Lo be a good hoy
(a; by &} other people’s things aren’t for plaving with

{a by ) Muommy knows best

{a: by o] wou mustn't play with those kind of bovs

{a: by e little bows should do as they're told

(a: b o) thal tin belongs to somebody else

{2, by di) I told yvou T didn't want von to do that

fa: by e vou'll pet smacked next time

{a; by &) you can go there when vou're higger

The paradigm seems to be valid. We have substituted just two types
of control, by rule’ and ‘by explanation’, each of which may be gene-
ral or specific; and we have sub-divided ‘child-oriented’ into the more
significant system of ‘child as individual’ versus ‘child as status’.

As an example of a wrong prediction, if we kept the original (Fig, 1)
network, which had ‘child-oriented: child's action' wversus ‘child-orien-
ted: child himself’, and showed this system in free combination with
the four types of control, we should almost certainly have found gaps.
It is difficult (o see how we could have the combination ‘appeal’ and
‘child’s action’; one can disapprove of an action, or give rules about it,
but can hardly appeal 1o it. The original network is thus wrong at this
point, and would have to be rewritten.

Figure 3 is a rewritten version of it, corrected in respect of this error. In
order to lesl it, we can write oul the paradigm of meaning selections and
for each one construct an example which would be acceptable as an
exponent of it.

Here we have introduced |wo further conventions. The option ‘eftfier
child's action or child himself’ depends on the selection of both ‘con-
trol type: positional’ and ‘orientation: child’; there is an intersection
al this point in the network, Secondly, this system is characterized by
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the presence of an unmarked term, ‘child himself’, indicated by the
asterisk. An unmarked option is always unmarked ‘with respect to’ some
other option, here that of 'positional’ also marked with an asterisk.
The meaning is: «if the speaker selects the ‘personal’ control type, then
if the orientation is to the child it must always be to the 'child himself's.
The unmarked option is that which must be selected if one part of the
entry condilion is not satisfied, some other [eature heing selected which
then determines the choice.

4

The semantic network as realization of behaviour patterns.

In the second place, as is shown by what was said above, the semantic
network is an account of how social meanings are expressed in lan-
guage. It is the linguistic realization of patterns of behaviour.

We have stressed at various points that a linguistic description is a
statement of whal the speaker can mean; and that ‘meaning’, in its most
general sense, includes both function within one level and realization
of elements of a higher level. These ‘higher level' elements will, at one
point, lie outside the confines of what we recognize as language.

In the sociological context, the relevant extralinguistic elements are
the behaviour patterns that find expression in language. It is conve-
nient to treat these under wo headings: social, and situational.

First, there are the specifically social aspects of language use: the esta-
blishment and maintenance of the individual's social roles, the esta-
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blishment of familiarity and distance, various forms of boundary main-
tenance, types of personal inleraction and so on. These are largely inde-
pendent of setting, but relate to gemeralized social contexts, such as
those of mother and child already referred to.

The social contexts themselves are in turn dependent for their identi-
fication on a social theory of some kind, for instance Bernstein's theo-
ries of socialization and social learning, From such a theory, we are able
to establish which contexts are relevant to the study of particular pro-
blems. The behavioural options are specific 1o the given social context,
which determines their meaning; for example, ‘threat’ in a mother-
child control context has a different significance from ‘threat® in another
social context, such as the operation of a gang. This may aflect its rea-
lization in language.

Secondly, there are the situation types, the settings, in which language
is used. These enable us to speak of ‘text’, which may be defined as
'language in setting’. Here we are concerned not with behaviour pat-
terns that are socially significant in themselves but with socially identi-
fiable units - various kinds of tasks, games, discussions and the like -
within which the behaviour is more or less structured. Mitchell's (1951)
study ‘The lanpuage of buying and selling in Cyrenaica” provides an
instance of a well-defined setting. The structure, in fact, may lie wholly
within the text, as typically it does in a work literature, or an abstract
discussion; from the sociological point of view, these situation- inde-
pendent uses of language are the limiting case, since the “sefting’ is esta-
blished within and through the language itself.

The behaviour patterns that we derive from social contexts and sel-
tings are thus intrinsic to sociological theory; they are arrived at in the
search for explanations of social phenomena, and are independent of
whatever linguistic patterns may be used to express them. The function
of the semantic network is to show how these ‘social meanings’ are
organized into linguistic meanings, which are then realized through the
different strata of the language system. But whereas the social mea-
nings, or behaviour patterns, are specific to their contexts and settings.
their linguistic reflexes are very peneral categories such as those of
transitivity, of mood and modality, of time and place, of information
structure and the like. The input to the semantic networks is sociolo-
gical and specific; their output is linguistic and general. The rationale
for this is discussed in Section 6 below.

This means that in sociological linguistics the criteria for selecting the
areas of study are sociological. We investigate those contexts and set-
tings that are socially significant, for instance those concerned with the
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transimission of cultural values. At the same time, it is not irrelevanl
that language has evolved in the service of social functions, so we may
expect to take account of social factors in explaining the nature of
language. There is therefore a clear linguistic motivation for studies of
a sociolinpguistic kind.

Here is an example drawn from a clearly-defined setting, from the game
of pontoon (vingt-et-un). This is a social context with closely circum-
scribed behaviour patterns, namely the rules of the game. These de-
fine what the participant can do. The semantic network does not
describe the rules of the game; it specifies what are the verbalized
options in play - what the participant ‘can mean’, in our terms.

The form of play has been described by Bernard Mohan (1968), as
part of an extremely comprehensive study in which he examines va-
rious possible methods in the relation of language and setting. Here is
a semantic network showing the meaning potential for one move, by
a player other than the banke,

lica
['li pay = ek
ILda —"I: J
[ wan’t
= 1 dar't
Figure 4
T do’ = T request another card’
T don't’ = T do not want another card’ |, realized as stick!
T pay’ = "1 will pay for the card' . w by for...t
T won’t = T will not pay for the card® i iwist!
how much? = ' will pay the sum specified® | e (numeral following
by far)

Now, having requested one card, the player has the option of requesting
another, Is this an option in meaning, or merely a rule of the game?
If we recognize it as part of the meaning potential, there is a recur-
sive option in lhe semantic network

Figure 3

1 wem'l

[We might even think of extending this into the grammar: an exam-
ple such as buy for two, buy for two, twist, stick would then form a
single paratactic univariate structure. This would be somewhat un-
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cconomical, though as a matwer of fact there is some evidence in its
favour. It would be uneconomical because we should have to build
in to the grammar a number of special features associated with it:
the absence of and, the possibility of interruption, and so on. The
evidence for it is thal the plaver does normally use the intonation
pattern apprepriate to co-ordination, e. .

/{3 buy Tor / twe //3 buy for / two //3 twist //1 stick I

with the (normally non-final) tone 3 representing the hope that he
will be able to request another card. The fact that the entire structure
is mot planned at the start is immaterial i this may be a general characte-
ristic ol univariate structures. It is interesting that in contract bridge
many players use this 'non-final’ intonation when bidding as a means of
inviting their pariner to make a higher bid. They distinguish

[/3 three / elubs // ‘T wani you to raise it' from
[/ three [ clubs /7 ‘and don't you go any higher!'].

If we do recognize a recursive option in the semantics, we must also
take account of the fac that the player has first to pass through the
option T can/cannol request another card’, as follows

|— rleont - |

Py o =T N
|_ = s
= = T wom't h
= dant

Figure 6
/
n We add to this the condition that if on the third time round he still
E selects 'T can’ he must nevertheless proceed to ‘T dont't’, which is real-

ized this lime as five and under.

Here, then, there is some indeterminacy between the strata. Whe-

ther in fact we represented the whole of one ‘turn' in the semantic
| network would probably depend on the nature of the problem being
investigated. But it is possible to do so, since the system can be redu-
ced to a single complex expression of request.

It is, of course, the fall of the cards that determines whether the plaver
has the right to request another card or not. But the conditions under

Frrmomomemn
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which he may or may not do so are part of the rules of the game;
they belong to a higher-stratum context. The semantics cannot spe-
cify what are the rules of the game.

Likewise we could make a llow-chart for another game setting, one that
iz reasonably closed (e. g, the bidding system of contract bridge), and
construct an associated semantic network. For this it would be ne-
cessary to identify some unit that is appropriate as the domain of
the semantic options. For pontoon, we suggested one “turn’; here it
would probably be one bid, The semantics then specifies what is the
set of possible bids. It does not specify the circumstances in which
the plaver has the right to make a particular bid - still less those in
which it would be a good one!

To summarize: Grammar is what the speaker CAN SAY, and is the
realization of what he means. Semantics is what he CAN MEAN; and
we are looking at this as the realization of what he dees. But it is
‘realization’ in a somewhat dilTerent sense, because what he CAN DO
lies outside language (and therefore, as we expressed it above, seman-
tics cannot tell us the rules of the game). Some of the behaviour po-
lential, the 'can do', can be expressed in sociological terms; not all,
since not all language behaviour has its setting in identifiable social
contexts, and much of that which has is not explainable by reference
to the setting. In sociological linguistics we are interested in that part
of language behaviour which can be related to social factors and sta-
ted in these terms. We examine areas which are relatively circumscri-
bed; and we select those which are of intrinsic interest - noting at the
same time, however, that the investigation of the socio-linguistic in-
terface may also shed valuable light on the nature of language itself,

5
The semantic network as realized in the grammatical system.

In the third place, the semantic network is the ‘input’ to the grammar.
The semantic network forms the bridge between behaviour patterns
and linguistic forms.

We cannot, as a rule, relate behavioural options directly to the gram-
mar. The relationship is too complex, and some inlermediate level of
representation is needed throongh which we express the meaning po-
tential that is associated with the particular behavioural context. It is
this intermediate level that constitutes our ‘sociological’ semantics., The
semantic network then takes us, by a second step, into the linguistic
patterns that can be recognized and stated in grammatical terms. In
some instances, the semantic network leads directly te the “formal items

1
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- to the actual words, phrases and clauses of the language.

This is likely to happen only where there is a closed set of options in
a clearly circumscribed social context.

Systems of greetings would often be of this kind, Fi pure 7 is a semantic
network for a greeting system in middle-class Brilish English:

|
) ) /;_j ¢ b o o du?
[ — hail ﬁ S {ﬁf_ _l'ﬁ <l

fr | | goadiyve

| AV
(. [ timcfree .l_fwnnl {_-IRI:':/LII fll

: L = AN
] indarmnl { I". I". } |
‘ A R

= byehye

== . I— be saving wou
=i "'., I"'.,

e "ot minening

o
WO —
I'ls__ ——— tgamd allerngon
= timibound — 1 afternsan — % L
| td evening
—erening { \

——
T A ;—E : good nighy

=11

Figure 7

On the right are the items realizing the meaning selections; the colon
is used ad hoe to show that these are on a different stratum.

[This display leaves out a number of factors, treating them by impli-
cation as behavioural {as 'rules of the game’) and not semantic. There
are severe limitations on the use of time-bound forms, other than vood
night, as valedictions; they are used mainly in the conclusion of tran-
sactions, and are probably disappearing. The form how do vou do? is
used only in the context of a new acquaintance, a time-bound form
being required in the formal greeting of old acquaintances. Such fac-
tors could be incorporated into the network, if they are reparded as
part of the ‘meaning potential’; but for the present discussion it does
not matter whether they are or not].

In this instance, we can go straight from the options to the actual
phrases by which they are realized, the ‘formal items’ as we have ter-

12




mecd them. There is no need for any intervening level of grammatical
systems and structures,

A number of more specific social contexts, and recurrent situation
types, are likely to have this property, that the formal items, the
words and phrases used, are directly relatable to the options in the
semantic network. Apart from games, and greetings systems, which
have already been exemplified, other instances would include musical
terms {adagio, & c.), instructions to telephone operators, and various
closed transactions such as buying a train or bus ticket. If we ignore
the Fact that the formal items are in turn re-encoded, or realized, as pho-
nological items (‘expressions’), which are in turn put out as speech
(or the equivalent in the written medium), these are rather like non-
linguistic semiotic systems, such as those of traffic signs and care
labels on clothing, where the meanings are directly encoded inlo pat-
terns in the visual medium, There is a minimum of stratal organization.

In language such systems are rather marginal; they account for only a
small fraction of the total phenomena. In order to be able to handle
systems of meaning potential which are of wider linguistic signifi-
cance we have {o consider lypes of setting which, although they
may still be reasonably clearly circumscribed, are much more open
and also much more general. In sociological linguistics the interest is
in linguistic as well as in social phenomena, and so we need to explore
areas of behaviour where the meanings are expressed through very
general features, features which are involved in nearly all uses of lan-
guage, such as transitivity in the clause.

In other words, for linguistic as well as for sociological reasons we
should like to be able to account for grammatical phenomena by re-
ference to social contexts whenever we can, in order to throw some
light on why the grammar of languages is as it is. The more we are
able to relate the options in grammatical systems to meaning potential
in the social contexts and behavioural settings, the more insight we
shall gain into the nature of the language system, since it is in the
service of such contexts and settings that language has evolved.

This is no more than to recognize that there is a ‘stratal’ relation of the
usual kind between grammar and semantics. In general the options in
a semartic network will be realized by selections of features in the
grammar - rather than 'bypassing’ the grammatical systems and finding
direct expression as formal items.

We have exemplified this already in discussing the realization of se-
mantic calegories such as that of "threal’. Let us return to this instance,

13
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and add further examples. The following are some possible expressions
of "threat’ and of “warning’ as semantic options in a regulatory context:

I'll smack vou
Daddy'll smack you
youll get smacked

L4 emiack. pon % S if you do that apain

E g v i :
Daddyll smael: yeu f il you go on doing that

you'll get smacked
yvou do that again { /
you go on doing that .ﬂ“d F‘ \
don't you do that again [
you stop doing that e H f
I shall be cross with you

Daddy'll be cross with vou

vou'll fall down

you'll get hurt; youll hurt yourself
you'll get dirty

you'll cut your hands; your hands'll get cut
you'll tear vour clothes: yvour clothes’ll set torn
yvour feet’ll zet wet

vou'll get yourself hurt

vour'll gel wour hands cut

vou'll get vour feel wetl

I'll smack vou
Daddyll smack wvou
you'll get smacked

We suggested carlier, as a peneralization, that ‘threat’ could be rea-
lized by an action clause in simple future tense, having you either as
Goal, or as Actor together with a modulation. We can now take this a
little further, building up the network as we go.

The “threat’ may be a threat of physical punishment. Here the clause
is of the action type, and, within this, of intentional or voluntary action,
not supervention (i, e. the verb is of the do type, not the happen type).

The process is a two-participant process, with the verb from a lexical
set expressing ‘punishment by physical violence’, roughly that of § 972
{PuNISHMENT) in Roget's Thesaurus, or perhaps the intersection of
this with § 276 (Impurse). The tense is simple future., The Goal, as
already noted, is you; and the clause may be either active, in which
case the agency of the punishment is likely to be the speaker (I as
Actor), or passive, which has the purpose of leaving the agency unspe-
cified. It is not entirely clear whether, if the Actor is other than I, the
utlerance is a threat or a warning; bul it seems likely that in Daddy'll
smack you the speaker is committing another person to a course of
action on her behalf, so we still treat it as “threat’
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Any one of these threats may then be accompanied by a condition
referring to the repetition or continuation by the child of whatever
he was doing, and here we can specify almost the entire form of the
clause: action verb substitute do that, Actor vou, Conjunction if, and
either auxiliary of aspect (go on) or aspectual adverb (again).
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Figure 9

Probably all threats are conditional in this context, so the choice is
between a condition that is explicit and one that is implicit. Note
the alternative form of the condition - as an mmperative clause (which
must come first) in a paralactic: co-ordinate structure, either com-
mand with ‘and” or prohibition with ‘or’. (The prohibition also occurs
by itself as a form of regulatory behaviour, e g don't yvou do that
again!; but that is left out because it is not a threat).

There are two other sub-categories of “threat’ among the examples
given. One has a relational clause of the attributive type, having as
Attribute an adjective expressive of anger or displeasure (Roget § 900
REsENTMENT) and ! or a committed other person as Attribuend. The
other is an action clause with the action modulated by necessity (e. g
must, have o), you as Actor and a wide range of punitive states of
which little more can be specified. Contextually the former constitutes
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a threat of mental punishment, the latter a threat of restraint on the
child’s own behavioural options.

snental punishomid
other forms
af ghreal

rustraing an hehbavinar

Figure 10

Mext, there is the distincl catesory of “warning’, This alse is inherently
conditional; we have given only exemples without condition but all of
them could occur in an explicitly conditional form.

The warning specifies something that will happen to the child - something
considered to be undesirable - if he does whatever it is he is being told
not to do. The warning may relate to some process in which the child
will become involved. Here the clause is of the ‘action’ type; it is, ho-
wever, always “superventive’ the child is involved against his own volition.
The action in question may be one that is inherently unintentional, repre-
sented by a verb of the 'happen’ type; in this case the meaning is 'do
involuntarily’ and the voice is active (e.g. fall down). Otherwise, il the
action is inherently intentional, with a verb of the ‘do' type (typically
from a sub-set of Roget § 659 DerErioraTION, or § 688 FariguE), the
meaning is ‘have done to one, come in for’ and the voice is non-active:
either passive: mutative (e.g. get hurt) or reflexive (hurt yourself), ac-
cording to whether or not some unspecified agency is implied that is
external to the child himself.

Alternatively ,the warning may specify an attribule that the child will
acquire. Here the clause is relational: attributive, also in the mutative
form (i.e. get rather than be), and the atiribute is an adjective of
undesirable physical condition such as wet, sore, tired, dirty (in Roget
§ 653 UNCLEANNESS, § 655 Drisease, § 688 or elsewhere),

In all these clauses, there is only one participant, and it is always
vou. This may be Actor, Goal or Attribuend; but it always has the
generalized function of Affected.

So far it has been assumed that the warning relates to the child him-
self. Bul it may relate instead to a part of his body or an item of his
clohing (e. g vou'll cut vour hands, your clothes'll get muddy). And
finally the consequence has been represented as something that will
happen to the child (or, again, to his person) without any specified
agency: yow'll fall down, you'll get dirty, yowll get hurt, you'll burt
vourself, youw'll cut vour hands, you'll tear your clothes. (Note that
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the last two are still superventive; you'll tfear vour clothes means
vour clothes will get torn’, not ‘you will tear your clothes delibe-
rately’; of. you'll hurt vourself). But it may be represented instead as
something which he will bring upon himself. In this case, the clause
has the resultative form you'fl get wvour... (sell, part of the body or
item of clothing) hurt, divty, torn &c.; here yourself, vour clothes &c.,
[function as Affected and vou as Agency.

Here is the metwork of warnings at this point
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Figure 11

In this network we have shown the three options ‘process, or attribute;
agency unspecified, or child’s own agency; the child himself, or his
person’ as bheing independent variables, This asserts that all logically
possible combinations can occur, including those formed with the
sub-options dependent on ‘process’ and on C‘his person’; there is a
total paradigm of 4x2x3 = 24 meaning selections. But only some of
these are given in the examples, and this illustrates once again the point
made earlier, that the paradigm defined by a system network provides
a means of testing for all possihilities, If, when the paradigm is written
ok, it is found that not all combinations can occur, the network needs
to be amended.

Here it will be found that the primary options are in fact independent.
But the sub-option of ‘child as doer, or child as done to’, dependent on
the selection of “process’, turns out to be at least partly determined in
all environments except one, that of ‘agency unspecified and child him-
self”, Tn the environment of ‘child's own agency’ it is fully determined
- naturally: since the child is represented as bringing the consequence
on himself, there is no distinction of how the process comes about. In
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the remaining environment, that of ‘agency unspecified and child’s per-
som’, it is partly delermined: the opposition ‘child as doer, or child
as done to’ is still valid, but the reflexive does not occur. This again is
to be expected, since it is not the child himself but his person that is
invalved,

The final version of the network, showing both threat and warning,
is therefore as follows

|_ N — ageucy specified
— phyzical punslinent -L by speaker

ARTnCy dnapervifed | by gelir
[- Paga) — encndal punishmeng —

‘ b pemirnlnt en bolaviour

—_——
— - Procoss _\.\_‘-H-HH
= rehild as Civaleniary) fdoss
arcihule }, ..L
| = «hidd as
& “dose 1 i
| ,f‘; [ ey undpcifnd — i
= WATHng {._ —_— -,
ks child's awn ngeney

_i'l,_ = by ncher' ®

r_-_ R ——

LY =

N child himsslf ————
b _._I
k holy
-|_
—chthing

— his ‘perasn’ *

o=
.._I_ reprdtbiog

= omdimzalinn

|_-=‘JI alicil
r ' rpe thypalaczict

— —]— oommaml-Fand
= Tamdfor' type [ parataciic) ——

L\umd:l.inn irplicit

— prihibitlon o

Figure 12

&
Semantic networks &c grammar

In the last section we have been looking at the semantic network from
the point of view of its relation ‘downwards’, seeing how we get from
it into the grammar. In particular, we were considering the guestion to
what extent the grammatical and lexical properties of the sentences
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used by the speaker in the speech situation - in our example, the mo-
ther regulating the behaviour of her child - can be 'predicted’ from a
sermantics of behaviour, a semantics based on social context and setting.

Let us make this a little more specific by writing out the realization

statements
and warnings:

1 threat
2 physical punishment

3 agency specified

4 agency unspecificd
3 by speaker

6 by other

7 mental punishment

B restraint on behaviour
9 warning

10 process

11 attribute

12 agency unspecificd

13 child as ‘doer’
14 child as "done to’

15 child's own agency

16 child himsell

17 by ‘other”

18 by “self

19 his "person’

20 hady

21 clothing

22 condition explicit

23 repetition

24 continuation

25 "1F Lype

26 "and/or" Lype

27 command + “and’
28 prohibition 4+ 'or
29 condition implicit

associaled with the features in

the network of threats

clause: declarative

clavse: action: voluntary {do type); cllective (lwo-par-
ficipanty: Goal = you; future lense; positive; verb from
Roget § 972 (or 9727276)

voice: active

videce: passive

Actor/Attribuend = [

Actor/Attribuend = Daddy, &c.

clause: relational: attributive: Attribute = adjective from

Roget § S

clause: action; moedulation: necessity; Actor = yon
clause: declarative

clause: action: superventive (happen lype)

clause: relational: atiributive; mutative; Attribute =
adjective Teom Rogel § 653, 635, 688 &c.

clause: non-resultative: Affected (Actor, Goal or Atlri-
buend) = vou/yourself or some form of ‘your person’

voice: active; verb of involunlary action; Actor = yor
vodee: nof-aclive; verb of voluntary action, from Roget
§ 659, 6BE &,

clause: vesultative; Apency = you; Affccted = yoursclf
or some form of ‘vour person’

Affected = youfvourself

voice: passive: mutative

voice: reflexive

Affected: some form of “vour person’

wour person’ = vour -+ part of body

wour person’ = your 4 dtem of clothing

clause complex; clavse (1 or A} action: effective; ana-
phoric: verb substitule = do that; Actor = vou
aspecls  again

aspect: g onfstop (in negative) ... i6g,

clause complex; hypotactic: clause G conditional:
clause complex:paratactic: clausc 1 imperative
clause 1 posilive; and

clause | negative {including form with stop); o0,

()

Two points suggest themselves immediately. The first is that in this
particular example we have been able {o gencrate a great deal of the
grammar in this way. We have given some specification of many of the
principal grammatical features of the clause or clause complex: para-

19



tactic complex with and or or, hypotactic complex with if, or simple
clause; the clause type in respect of transitivity (action clause, relational
clause & c.); whether positive or negative, in some cases; and something
of the selection in mood and in modality and tense. We have also deter-
mined the items oceupying some of the participant Functions, especially
the pronouns f and vou. We have not been able to specify the exact lexi-
cal items, but we have been able to narrow down many of them [airly clo-
sely by using the notion of a lexical set a exemplified in Roget's The-
saurus. A Significanl portion of the clause, in this instance, can be re-
lated to its 'meaning’ in terms of some higher level of a socio-beha-
vioural kind.

Secondly, the features that we have been able (o specify are not marginal
arcas of the grammar but are categories of the most general kind,
such as mood and transitivity. Nearly every clause in English makes
some selection in these systems, and in this instance we were able to
relate the choice to the social function of the utterance. For example
in the 'warning' network, where the mother makes explicit the natu-
re of the consequence that will follow if the child continues or re-
peats the undesired behaviour, we were able to get to the core of
the English transitivity system, and to see what lay behind the choice
of active or passive or reflexive verb lorms. We did not g0 very far in
delicacy, and certainly there would be limits on how far we could o, But
we did not reach those limits in this example, and in a more detailed
study it would be possible both to extend and to elaborate the semantic
network.

It must be made clear, however, that the example chosen was a fa-
vourable instance. We would not be able to construct a socio-semantic
network for highly intellectuated abstract discourse, and in general the
more self-sufficient the language (the more it creates its own sclting, as
we expressed it earlier) the less we should be able to say about it in
these broadly sociological, or social, terms. Of the total amount of
speech by educated adults in a complex society, only a small proportion
would be accessible to this approach. Against this, however, we may
sel the fact that the instances about which we can say something, be-
sides being favourable, are also inferesting and significant in themsel-
ves, because they play a great part, almost certainly the major part,
in the child’s early language learning experience. They are in lact pre-
cisely those setlings from which he learns his language, because both
language and setting are accessible to his observation. He can see what
language is being used for, what the particular words and structu-
res are being made to achieve, and in this way he builds up his own
functionally-based language system, So even if with some adults the
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types ol social context that are most favourable for socio-linguistic in-
vestigation become as it were ‘minorily time' usages this does not mean
they are unimportant to the understanding of the language system.

We need to say a little more here about the relation between the se-
mantics and the grammar, or level of linguistic form, We began with an
example of the simplest type of relation, one of 'bypassing’, where the
semantic options could be as it were wired directly into a small set
of words and phrases, without our having to take account of any inter-
vening organization, This situation does arise, but only rather mar-
ginally. In the more usual and more significant instances we have to
go through a level ol grammatical erganization, in order to show how
the semantic options are put into effect. This in fact is the definition
of grammar - the term ‘grammar’ being used, as always, for the level
of linguistic form, including both grammatical (in the sense of syntax
and morphology) and lexical features. Grammar is the level at which
the various strands of meaning potential are woven into a fabric; or,
to express this non-metaphorically, the level at which the different
meaning sclections are integrated so as to form structures.

We also express the grammar in networks, such as those of transiti-
vity, mood and modality The question is, then: what is the relation
between the networks of the grammar and the semantic networks that
we have been illustrating here?

We already have the notion of ‘preselection’ between networks, in rela-
ting grammar and phonology, For instance, in the phonology of English
there is a system of tone, which we show as a network at the phonolo-
gical stratum, But the selection in this system is fully determined by the
grammar: there is ‘preselection’ of the phonological options. The pat-
tern is rather complex, because there is no one-to-one correspondence
between options in the grammar and options in the phonology: a large
number of different grammatical systems are realized by means of se-
lection in the phonological system of tone. But it is not impossible to
- find them out,

Between semantic and grammatical networks the same relation ob-
! tains, The grammatical options are the realizations of the semantic
ones, Again, there is no one-lo-one correspondence: there is what Lamb
calls ‘interlocking diversification’ {many-to-many). But, again, the rela-
tions can be stated: the selection of a given option in the semantic
network is realized by some selection in the networks of the grammar.
Very often more than one grammatical feature has to be preselected
in this way in order to realize one semantic choice.
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Where there are allernatives, such that a given semantic option is
realized either by this or by that set of features in the grammar, these
are often determined by the environment. For instance, the srammar
of personal medicine - the language used to describe one's ailments -
is not the same in the doctor's consulting room as it is in a family or
neighbourhood context: compare I've got the most terrible fummy ache
with sy digestion's troubling me as realization of some meaning such
as ‘intensity and location of pain’. The environment is generally the
higher-level environment, either the immediate paradigmatic environ-
ment - that is, the other options that are being selected at the same
time - or the social context as a whole.

Sometimes however the alternatlives are not environmentally conditio-
ned but appear initially as free variants, as simple alternative gram-
matical realizations of one and the same semantic choice. It may be
that they are; it would be rash to pretend that there is no free varia-
tion in language. Bul in the grammatical realization of semantic options
the alternatives usually turn out to represent more delicate semantic
choices. In other words, there is a difference in meaning, although it is
not so fundamental as the prammatical distinction would supggest (and
therefore one begins by putting the two grammatical Forms logether as
‘having the same meaning’), This is a very general and important phe-
nomenoen and we have already seen it illustrated more than once. For
instance, three forms ol conditional threat:

if you do that again I'll smack vou
do thar again and I'll smack vou
don't do that again or 11l smack vou

When one has made the point that all these are possible realizations of
the semantic option of ‘threat’, one tends 1o be satisfied and to slop there,
saying merely ‘these all have the same meaning’. But they have not
the same meaning. They are all threats, and they represent the same
semanlic options up to a point - which means, here, up to a particular
point in delicacy. But they are not free variants. There is a more subtle
distinction between them, and this is shown by the fact that they rea-
lize more delicate sub-options in the semantic network.

One question that has been left out of consideration here in this. s it
necessary to recognize ‘semantic structures’? In explaining grammar,
and in moving from grammar te phonology, we cannot account for
everything simply by letting the grammatical networks wire into {pre-
select in) the phonological ones and delayin g the formation of structures
until the phonological stratum. We have to set up struclures at the
grammatical level. This is simply because, for most of the options in the
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grammar, il is not possible to specify their ‘output’ directly in terms of
phonological options, We can do this in the case of those realized by
tone, cited above; these are realized directly by choices in the phone-
logy. But we could not handle, for example, the grammatical system
ol mood in this way. For this, as for the majority of grammatical systems,
we have to stale the realization first in terms ol configurations of
functions - that is, ol grammatical structures.

Similarly, in going from phonology to phonetics we set up phonolo-
gical structures, such as syllable and foot, which are likewise conligu-
rations of Ffunctions,

By analogy, therefore, the question arises whether we need semantic
(in Lamb's terms 'semological') structures as well.

It is important to emphasize here that structure is defined as the ‘con-
figuration of functions’, since this is abstract enough to cover semantic
structure if such a thing is to be formulated. The shape of a struc-
ture may vary, we may express it lineally or hierarchically or simul-
taneously, But all such shapes have in common the property of being
configurations of functions.

The same would apply to semantic structures, Lamb suggested at one time
(sce Fleming, 1969) that semantic structures were networks, grammatical
(syntactic) structures were trees (hierarchical), morphological structures
strings (linear) and phonological structures bundles (simultaneous). In the
present account, grammatical and phonological structures are hoth trees
composed of hierarchies of strings; but it remains the case that semantic
structures need by no means have the same shape as structures at any
other level. All that the term "structure’ implies is that there will be some
configurations of functions at that stratum, and that these will realize
the meaning selections, the combinations of options in the meaning
potential,

The combination of system and structure with rank leads to a fairly
abstract grammar (fairly ‘deep’, in the Chomskyan sense) and enahles
us to specify fairly accurately in theoretical terms - though not of
course in rule-of-thumb terms - just how abstract it is. In principle, a
grammatical system is as abstract (is as ‘semantic’} as possible siven
only that it can generate integrated structures; that is, that its output
can be expressed in terms of functions which can be mapped directly on
to other functions, the result being a single structural "shape’ (though
one which is of course multiply labelled). This is already fairly abstract,
and it may be unnecessary therefore to interpose another layer of struc-
ture between the semantic systems and the grammatical systems - gi-
ven the limited purpose of the semantic systems, which is to account
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for the meaning potential associated with defined social contexts and
sellings.

On the other hand it is possible that one might be able to handle more
complex areas of behaviour by means of a concept of semantic siruc-
ture. It may be, for instance, that the study of institutional communi-
cation networks, such as the chain of command or the patterns ol
consultation and negotiation in an industrial concern, might be extended
Ly a linguistic analysis if the semantic options were first represented in
semantic structures - since the options themselves could then be made
more abstract. Various complex decision-making strategies in groups
of different sizes might become accessible to linguistic observation in
the same way. But for the momenl this remains a matter of specula-
tion. Sociological semantics is still al a rather elementary stage, and the
contexts that have been investigated, which are some of those most
likely to be signilicant in relation to socialization and social learning,
are lairly closely circumscribed and seem to be describable by direct pre-
selection between semantic and grammatical systems.

7
Uses of language, and ‘'macro-functions’.

These networks are what we understand by ‘semantics’. They constitute
a stratum that is intermediate between the social system and the gram-
matical system. The former is wholly outside language, the latter is
wholly within language; the semantic networks, which describe the
range of alternative meanings available to the speaker in given social
contexts and settings, form a bridge between the two.

Like any other level of representation in a stratal pattern, they face
both ways. Here, the downward relation is with the grammar; but the
upward relation is with the extralinguistic context.

If we have tended to stress the instrumentality of linguistics, rather
than its autonomy, this reflects our concern with language as meaning
potential in behavioural settings. In investigating grammar and phono-
logy, linguists have tended to insist on the autonomy of their subject;
this is natural and useful, since these are the ‘inner’ strata of the lin-
guistic system, the core of language so to speak, and in their imme-
diate context they are "autonomous’ - they do not relate directly outside
language. But they are in turn contingent on other systems which do
relate outside language, Moreover we take the view that we can under
stand the nature of the inner siratal systems of language only if we
do attempt lo relate language to extra-linguistic phenomena.
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Let us turn for a moment to the language of the young child. At an
¢ irly stage it is possible to postulate very small protolinguistic sy-
stems in which the ‘grammar’ relates directly to the function [or which
language is being used. For example, in an item such as byebye mummy
the structure is a direct reflection of the meaning of the utterance: the
structure is a confliguration of Valediction and Person, and it represents
just such options in the child’s potential for verbal interaction with his
parents. Here grammar and semantics are one.

At this stage the child has acquired a small set of lunctions or uses of
language within each of which he has certain options, a range of mean-
ings open 1o him, These meanings are cxpressed through rather simple
structures whose elements derive directly from the functions themselves:
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Figure 13

Note: This example is invenled. For a genuine example drawn the description of
a child's linpuistic system, see Halliday {1972

Here there is no need to distinguish between functions and uses of
language or between srammar and semantics.

This situation might represent an early stage in the evolution of human
language; we do not know.

In the individual, as time goes on, the situations and settings in which
language is used become more varied and complex, and the meaning
potential associated with them becomes richer. We can no longer write
a simple description in which the structure relates directly to the fun-
ction and Tunction’ cquals "use’,
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Instead, the picture is something like this. We could list indefinitely many
‘uses of language’. There are innumerable types of situation in which
language plays a part, and innumerable purposes which the speaker
makes language serve. It is a useful exercise just to think about these
and attempt to categorize them from one's own experience; but this
will not by itself provide a systematic basis for understanding grammar.
Some of these uses can be systematized into social contexts and settings
with at least partially specifiable behaviour potential associated with
them. There are uses of language, such as those we have been exempli-
fying, in which some definable range of allernatives is open to the
speaker and these are realized through language. Here we can specify,
up to a point, the set of possible meanings that can be expressed,

In a few instances these are like the meanings of the child's proto-
language, in that they can be related dircctly to grammatical structu-
res, as is often the case in the language used in games. Sometimes
we would not even need 1o postulate a structure - we could go straight
o the actual words and phrases used. Normally, however, we have
to relate the meanings lirst to systemalic selections within the oram-
mar, from which the grammatical structures are then in turn derived.

Thal is to say, we relate the semantic systems to grammalical systems,
regarding them as o form of 'presselection®, as illusirated in the last
section, A choice in the semantics ‘pre-selects’ an option in the erammar,
or a set of such options.

But what is the nature and origin of the grammatical system? Grammar
is the level of formal organization in language; it is a purely internal
level of organization, and is in faclt the main defining characteristic of
language. But it is nol arbitrary. Grammar evolved as ‘content Form':
as a representation of the meaning potential through which language
serves its various social functions, The grammar itself has a functional
basis.

What has happened in the course of the evolution of language - and
this is no more than a reasonable assumption, corresponding to what
happens in the development of Janguage in the individual - is that the
demands made on language have constantly expanded, and the lan-
muage system has been shaped accordinely, There has been an increa-
se in the complexity of linguistic function, and the complexity of lan-
guage has increased with it. Mosl significantly, this has meant the
emergence of the stratal form of oreanization, with a purely formal
level of coding at its core. This performs the function of integrating
the very complex meaning selections into single inteerated structures,
The way it does this is by sorting out the many very specific uses of
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language into a small number of highly general functions which un-
derlic them all (cf. Halliday, in press).

We thus need to make a distinction, in the adull language system,
between ‘function” and ‘use’, a distinction which was unnecessary in
the case of the child’s proto-language. With the child, each use of lan-
Fuage has its own grammar from which we can (in the idealized ori-
ginal state of the svstem) Fully derive the structures and items em-
ploved in that use. Our example byebye mumnmy! could be described
entirely in terms of the grammar of the ‘interactional’ use of lanpguage.

With the adult this is not so. He may use language in a vast number
of different ways, in different types of situation and for different pur-
poses; bul we cannol identify a finite set of uses and write a gram-
mar for each of them. What we can identify, however, is a finite set
of functions - let us call them ‘macro-functions’ to make the distinction
clearer - which are general 1o all (hese wses, and through which the
meaning potential associated with them is encoded into grammatical
structures.

These 'macrofunctions’ have been recognized for a long time in ‘“fun-
ctional’ theories of language (for this reason we retain the name 'fun-
ction’ for them). But by using the notion of a grammatical ‘system’,
we can show more clearly how they are embodied in the grammar,
where they appear as relatively discrete areas of Formalized meaning
potential, or in other words relatively independent sets of options.
We refer to these as ‘functional components’ of the grammar.

Three principal components may be recognized, under the headings 'idea-
tional’, 'interpersonal’ and ‘textual’, The ideational component is that
part of the grammar concerned with the expression of experience, in-
cluding both the processes within and beyond the self - the phenomena
of the external world and those of consciousness - and the logical re-
lations deducible from them. The ideational component thus has two
sub-components, the experiential and the logical. The interpersonal
component is the grammar of personal participation; it expresses the
speaker’s role in the speech situation, his personal commitment and
his interaction with others. The textual component is concerned with
the creation of text; it expresses the structure of information, and the
relation of each part of the discourse to the whole and to the setting,

We now need to relate these ‘macro-functions’ to what the adult does
with language. (By ‘adult’ we mean someone who has developed the
mature language system, as distinet from the child’s proto-language
referred to earlier.) The adult engages in a great variety of uses of lan-
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guage, which in themselves are unsystematized and vague. We attempt
lo impose some order on them, by identifying social contexts and set-
tings for which we can state the meaning potential in a systematic way.
But he does not have a diflerent grammar for each of them. He has
just one and the same grammar, which is called on in different ways
and of which now one part is emphasized and now another.

The macro-functions are the most general catepories of meaning po-
tential, common to all uses of language. With only minor exceptions,
whatever the speaker is doing with language he will draw on all these
components of the grammar. He will need to make some reference to
the categories of lis own experience - in other words, the language will
be abour something. He will need to take up some position in the speech
situation; at the very least he will specify his own communication ro-
le and set up expectations for that of the hearer - in terms of sta-
tement, question, response and the like, And what he says will be structu-
red as ‘text’ - that is to say, it will be operational in the given context.
These are properties of nearly all acts of communication; by and large,
every text unit is the product of options of these three kinds. It is not
surprising therefore that these form the fundamental components of
the grammar, since it is grammar that turns meanings inlo text,

This is just another way of saying that it is through its organization
into functional components that the formal system of languages is
linked to language use. When we say that the realization of meaning
potential - of options in semantics - is through the preselection of
options in the grammar, this means in fact pre-selection within these
functional components. The options in semantics depend on social
context and setting, which are extra-linguistic factors. The options in
the grammar are organized into general components which are internal
to language. Bul these components are based on ‘macro-functions’ that
are extra-linguistic in origin and orientation. In the evolution of lan-
guage as a whole, the form of language has been determined by the
functions it has to serve.

We said earlier that the input to the semantics was social and speci-
fic, whereas its oulput was linguistic and general. We can now try
and clarify this a little. 1L was not meant to imply that the social con-
lexts and settings themselves are highly specific categories; in fact they
are very general, But the range of alternatives which each one offers,
the meaning potential available to the speaker in a given situation ty-
pe, tends 1o be specific to the situation type in question: whereas the
grammatical options through which the meaning selections are reali-
zed are general to the language as a whele. In other words, the move
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from general social catepories to gemeral linguistic categories involves
an intermediate level of specific categorization where the one is related
to the other. An 'interface’ of more specilic Features in needed to bridge
the gap from the generalizations of sociology to those of linguistics.

Let us altempt a pictorial representation of the general scheme
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Figure 14

An amorphous and indeterminate set of 'uses of language” is partly
reducible to generalized situation types, the social contexts and beha-
vioural seltings in which language functions. For any one of these si-
tualion types, we seek to identily a meaning potential, the range of al-
ternatives open to the speaker in the context of that siluation tvpe;
these are expressed as semantic networks within which meaning se-
lections are made, The options in the semantic network determine the
choice of linguistic forms by ‘presselection” of particular options within
the functional components of the grammar, These grammatical options
are realized in integrated structures formed by the mapping on to one
another of configurations of elements derived from each of the ‘macro-
bunctions’.

Micnen A, K. Hapnimoay
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